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ABSTRACT: Intensity modulated photocurrent (IMPS)
and photovoltage (IMVS) spectroscopies were used to
study the mechanism of photoprocesses in P3HT:PCBM
bulk heterojunction organic solar cells at various light
intensities. The use of the frequency domain techniques
allowed us to separate the bulk and interfacial processes
and gain a valuable insight into the mechanism of losses in
these devices. The results provide direct evidence that
interfacial nongeminate recombination is one of the
dominant loss and aging mechanisms in bulk heterojunc-
tion organic solar cells. The trapping of photoexcited holes
in the P3HT phase was found to contribute to the
increased recombination rate. The results suggest that
promising ways of improving the efficiency of bulk heterojunction solar cells may be reducing the charge trapping both at and near
the P3HT:PCBM interface, as well as improving the efficiency of charge extraction at contacts.
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1. INTRODUCTION

Despite impressive improvements over the past 10 years, the
efficiency and the service life of organic solar cells still remain too
low for them to compete successfully with other solar cell
technologies.1-3 It is estimated3 that the organic solar cells will
become competitive with other thin film technologies only at
efficiencies of more than 10% and the lifetimes more than 3-5
years. The low efficiency of organic solar cells is directly related to
losses that occur at every step of the photogeneration, separation,
and collection processes. However, there remains a considerable
controversy concerning the mechanism of the recombination
losses (geminate or nongeminate, bulk or interfacial) in organic
solar cells.4-20 It is widely considered that the main loss mecha-
nism is the geminate recombination of the primary photo-
excitons.6,13-15,17,20,21 However, recent data8,12,14 show that in
photovoltaic blends with proper nanomorphology and phase
segregation, the probability of fast exciton dissociation into free
charge carriers approaches unity, and therefore other lossmechanisms
need to be considered to further improve the efficiency of organic
bulk heterojunction solar cells. One of these loss channels is
interfacial recombination and poor charge extraction at the
contacts. However, surprisingly, these processes have attracted
little attention in the literature. Earlier this year, Street and
Schoendorf published a paper22 in which they suggested that

the dominant recombination mechanism is through interfacial
states at the polymer/PCBM (phenyl C60-butyric acid methyl
ester) interface. This finding was made on the basis of measure-
ments of the intensity dependence of steady-state photocurrents,
which prompted certain discussion10,18 stemming from an asser-
tion that a steady-state technique cannot unambiguously deter-
mine the loss mechanism. In this work, we study the mechanism
of the recombination losses in poly(3-hexylthiohene) (P3HT):
PCBM bulk heterojunction organic solar cells using two non-
steady-state techniques, namely, intensity modulated photocur-
rent spectroscopy (IMPS) and intensity modulated photovoltage
spectroscopy (IMVS).We show that indeed one of the dominant
loss mechanisms is nongeminate recombination via interfacial
states. Furthermore, we demonstrate that the interfacial recom-
bination is to a large extent responsible for the drastic loss in the
cell efficiency upon aging.

A rapid deterioration of the photovoltaic performance of
typical organic solar cells upon their aging is recognized as a
very important issue that limits the competitiveness of organic
solar cells.3,23-27 While it is generally agreed that this deteriora-
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tion is due to incorporation of atmospheric oxygen and moisture
into the active layer and recently a number of detailed studies,26,27

including spatial and depth profiling of the physicochemical changes
that occur upon aging24,25 appeared in the literature, still there
is insufficient knowledge of the specific degradation mechanisms
and especially how aging affects various steps of the photocurrent
generation and collection processes in organic solar cells.

IMPS and IMVS are well-known techniques that were
successfully used in the past for the studies of the photopro-
cesses at various semiconductor electrodes28-33,33-36 includ-
ing organic single-layer or bilayer polymer solid-state solar
cells36,37 and are actively used at present for studies of dye-
sensitized solar cells.38-44 At the same time, we are aware of
only one paper that describes an IMPS study of a bulk hete-
rojunction organic solar cell,45 which appeared when this
manuscript was in preparation. However, the interpretation
of the IMPS measurements in this paper was somewhat
deficient. For instance, the analytical expression for the
photocurrent obtained by Bag and Narayan45 should result
in the phase of the photocurrent staying negative at all
frequencies, whereas the experimental data presented in this
paper clearly showed a positive phase shift at low frequencies.
To account for this, the authors introduced a certain effective
parallel capacitance with an unclear physical meaning. Fur-
thermore, Bag et al. interpreted their data in terms of primary
exciton dissociation and recombination times, which are
known to be in the nanosecond to picosecond range or even
shorter15 and thus can hardly be analyzed by IMPS measure-
ments with the high frequency limit of 100 kHz as was done by
Bag et al.45

The IMPS technique analyzes an ac photocurrent response of
a photovoltaic system to intensity modulated illumination as a
function of the modulation frequency. Since IMPS is a frequency
domain technique, it is capable of characterizing the dynamic
behavior of photovoltaic systems, as opposed to various dc
methods like I-V curve measurements/simulations. IMPS also
offers distinct advantages over measurements of transient photo-
current/photovoltage/photoconductivity/time-of-flight/photo-
CELIV (charge extraction by linearly increasing voltage) re-
sponse to short illumination pulses since it allows one to separate
the bulk (such as transport) and interfacial (such as surface
recombination and charge extraction) processes. Furthermore,
IMPS measurements are easier to relate to regular steady-state
photocurrent measurements since they are essentially performed
under normal working conditions of a solar cell, just using a
modulated illumination. While IMPS cannot characterize the
ultrafast processes related to primary photoexcitation and ex-
citon dissociation, it is an excellent tool for studies of the
transport and recombination processes as well as the processes
of carrier recombination and extraction at the contacts. Further-
more, since IMPS uses a small ac harmonic perturbation, which
can be easily superimposed onto a larger dc signal, IMPS offers a
unique opportunity to investigate nonlinear behavior of photo-
voltaic systems with great accuracy.31,32,40,46

Toward this end, the IMPS response to such an ac þ dc
perturbation is analyzed as a function of both the modulation
frequency of the ac component of the light intensity and the
magnitude of the dc component. Since the ac perturbation is
typically much smaller than the dc component, IMPS spectra re-
present a quasi-linear approximation, with the nonlinear behavior
of the photovoltaic system manifesting itself through dependen-
cies of the kinetic parameters of the photoprocess, as determined

by IMPS, on the dc light intensity. In this work, this approach al-
lowed us to separately evaluate the effect of the light intensity on
different stages of the photoprocess. Specifically, it was found
that the rate of the interfacial recombination of photoexcited
electrons has two components, one of which increases linearly
with the light intensity. This indicates that one of the dominant
mechanisms of the recombination losses under these conditions
is the interfacial recombination of electrons with photogenerated
holes trapped at or near the interface. This finding was supported
by Mott-Schottky measurements in the dark and under illumi-
nation that showed that the density of hole-occupied deep traps
in the photovoltaic layer also increased with the light intensity.

2. EXPERIMENTAL SECTION

Materials and Device Fabrication. The solid state organic
photovoltaic devices were prepared using a glass (1.1 mm)/ITO (100 nm)/
PEDOT:PSS (70 nm)/P3HT:PCBM (90 nm)/Al (130 nm) architec-
ture. Indium tin oxide (ITO) coated glass slides (Kintec, surface
resistance < 10 ohm/0) were used as a transparent conducting anode.
The ITO coated glass slides were cleaned by sonicating in a soap solu-
tion and rinsing multiple times with deionized water, followed by suc-
cessive sonication for 20 min each in acetone, methanol, and iso-
propanol. The ITO slides were then activated by UV ozone treatment
for 20 min prior to PEDOT:PSS deposition. PEDOT:PSS (Clevios
PH1000 PEDOT grade, H.C. Stark) was filtered through a 1 μm glass
filter to remove polymer aggregates, spin coated onto ITO coated glass
slides in ambient conditions, and dried for 15 min at 95 �C. The samples
were transferred to a glovebox with an inert Ar atmosphere (<1 ppmO2

and H2O). The photoactive layer consisted of a 1:1 mass ratio of P3HT
(>95% regioregular, Solaris Chem) and PCBM (Solaris Chem) dis-
solved in dichlorobenzene and stirred overnight at 60 �C. The solution
was filtered through a 0.45 μm PTFE filter to remove aggregates and
spin coated onto the PEDOT:PSS layer. Samples were dried for 12 min
at 90 �C and transferred without being exposed to ambient conditions
under an inert Ar atmosphere to a vacuum chamber (base pressure < 4�
10-6 Torr). Aluminum was deposited using thermal evaporation, and
the completed devices were annealed at 150 �C for 11 min. Up to 5 cells
were prepared from one PV slide by evaporating five independent Al
electrodes. The bottom ITO glass electrode was also divided into five
independent electrodes by selectively removing the conducting ITO
layer between the cells. The geometric area of one cell was 0.26 cm2. The
cells were not encapsulated. After the fabrication, the cell efficiencies
were evaluated using a Sciencetech solar simulator under the simulated
AM1.5 solar light. Samples were stored under an inert Ar environment
or in vacuum; however, they were briefly exposed to ambient conditions
when they were loaded to the IMPS sample holder.
Measurement Procedures. For this work, we selected two

representative cells that were prepared in identical conditions on the
same photovoltaic slide. A number of other slides were also measured
which generally produced similar results, with slight variations in the
values of characteristic times, photocurrent magnitude, and other
photovoltaic parameters. Two sets of measurements were performed,
one a few days after the cell fabrication, and the other 2 months after the
cell fabrication. All measurements were performed in an inert argon
atmosphere using the aluminum electrode as a counter electrode and the
ITO electrode as a working electrode. Cathodic photocurrents (ele-
ctrons extracted at the Al electrode) were taken as having the positive
sign in the IMPS plots. The IMPS measurements were performed under
short-circuit conditions in the 1 MHz-1 Hz frequency range using a
stand-alone Solartron 1260 frequency response analyzer. The light
source was a 405 nm 20 mW laser diode (LD1510, Power Technology).
The ac component of the light intensity was maintained constant at
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8.0� 1015 photons s-1 cm-2, whereas the dc component increased st-
epwise from 8.2 � 1015 to 6.4 � 1016 photons s-1 cm-2 or from ap-
proximately 4 to 31 mW cm-2. The chosen ac light intensity was shown in
a separate experiment to be small enough to ensure the linear chara-
cter of the cell response. The illuminated cell area was 0.03 cm2. For the bias
dependencies, IMPS spectra were acquired using a different setup that included
a Solartron 1250 frequency response analyzer coupled with a PAR 263A
potentiostat-galvanostat (Princeton Applied Research). Both setups were
controlledbyaversion2.8ZPlot software (ScribnerAssociates Inc.).The IMVS
spectrawere acquired inopen-circuit conditions in the 1MHz-1Hz frequency
range using a stand-alone Solartron 1260 frequency response analyzer.

The Mott-Schottky measurements were performed in the dark and
under the same dc light intensities as the IMPS measurements using a
Solartron 1250 frequency response analyzer coupled with a PAR 263A
potentiostat-galvanostat. The dc bias range was þ0.6 V to -0.25 V.
The amplitude of the ac voltage perturbation was 10 mV. A frequency of
6.626 kHz was used that was found high enough for the cells to be
adequately represented by a serial RC circuit.
Procedures for Determination of Relaxation Time τ and

the Exponent r. In the case of photocurrent relaxation at surface states
with a single mean relaxation time, the IMPS photocurrent complex plane
plots lay entirely within the first quadrant of the complex plane and can be
described by the general equation of the form:31,32,34,36,46

j ¼ g 1-
γ

1þðiωτÞR
 !

ð1Þ

where g is the ac generation current (the flux of photogenerated carriers to the
interface), τ is the characteristic relaxation timeof the photogenerated carriers,
γ is the fraction of carriers involved in the relaxation, ω is the angular light
modulation frequency, and i is the imaginary unit. The exponent 0eRe 1 is
introduced to account for a distribution of relaxation times of the surface
states, for instance, due to structural inhomogeneity or the fractal nature of the
interface.32 For an ideal interface with a single type of surface states,R= 1 and
the IMPS complex plane plot takes the shape of a semicircle. When R is less
thanunity, the center of the semicircle is locatedbelow the real axis resulting in
the appearance of a depressed semicircle shape in the IMPS spectra.

The parameters γg, τ, and R can be determined by fitting the
experimental frequency dependencies of the real and imaginary compo-
nents Re(j) and Im(j) of the ac photocurrent using eq 1. Specifically, the
following procedure was used:32

First, the experimental values of Re(j) and Im(j) were used to
calculate the values of the function

Y ¼ðj - ReðjÞ0Þ-1 ð2Þ
where Re(j)0 is the low-frequency limit of the ac photocurrent, Re(j)0 =
g(1 - γ).

Fromeqs1 and2one canobtain frequencydependencies of the realRe(Y)
and imaginary Im(Y) components of function Y, as well as functionΦ:

ReðYÞ ¼ 1
γg
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2
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2
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Then the exponent R can be found from the slope of the plot of
ln(Im(Y)) vs ln(ω) (see eq 4), and the relaxation time τ and thus the
recombination rate constant k = 1/τ can be found from the slope of a

linear plot ofΦ versus ωR. For the IMPS plots studied in this work, the
values of the exponent R varied from 0.65 to 0.8, the average value being
R = 0.75. This is easily understood since the interfacial recombination
most likely occurs at the bulk heterojunction interface between PCBM
and P3HT phases (see below), which should feature a considerable
fractal behavior as well as pronounced inhomogeneity.

The standard deviations σ and confidence intervals for parameters τ
and k were determined from the sameΦ,ωR plots using the well-known
equation for the standard deviations for the slope of a linear regression:

σ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n-2

Xn
i¼1

ε̂2i

Pn
i¼1

ðxi-xÞ2

vuuuuuut ð6Þ

where ε̂i are the residuals of the linear model, n is the number of points,
and xh is the average value of the argument. The approximate 3 sigma rule
was then used to determine the confidence intervals.

It should be noted that eqs 3-5 are valid only if the experimental
IMPS plots correspond to relaxation at a single type of surface states. If
the experimental frequency response of the photocurrent is distorted by
the presence of additional relaxations such as carrier transport/recom-
bination in the bulk or relaxation at more than one type of surface states,
care should be taken to select the frequency range where the effects of
these additional relaxations can be disregarded.

3. RESULTS AND DISCUSSION

In this work, we have been interested in the following goals:
(1) To analyze the ac photocurrent/photovoltage response of

bulk-heterojunction P3HT:PCBM solar cells to intensity
modulated illumination;

(2) To characterize using IMPS measurements at various dc
light intensity levels the main mechanisms of recombina-
tion losses in the cells and separate the contributions of
the bulk and interfacial processes;

(3) To gain insight into the changes in the carrier generation,
separation, recombination, and extraction upon aging.

Shape of IMPS Response and the Correlation between
IMPS Plots and Cell Efficiency. For this analysis we selected
two cells that were prepared in identical conditions on the same
photovoltaic slide but nevertheless featured a somewhat different

Figure 1. Experimental I-V curves for two P3HT:PCBM cells after
fabrication (plot 1, cell B; plot 2, cell A) prepared on the same
photovoltaic slide.
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photovoltaic performance. Figure 1 presents the photocurrent-vol-
tage curves for the two cells selected for this manuscript. Specifically
(Figure 1), one of the cells that will be referred to as cell A showed
Voc of 0.51 V, Isc of 5.00mA cm-2, and fill factor FF = 0.32, with the
resulting power conversion efficiency of 0.82% (AM 1.5 simulated
solar radiation immediately following cell fabrication). The other
cell (cell B) showed a quite better efficiency of 1.4%, withVoc of 0.55
V, Isc of 5.91 mA cm-2, and fill factor FF = 0.43. The goal was to
understand the reasons for such a difference in performance and,
specifically, whether it is related to variability in the properties of the
photovoltaic layer, the contacts, or to some other factors.
Figure 2 shows the IMPS complex plane plots (A) and the

corresponding Bode plots (B,C) obtained in identical conditions
for cells A and B after their fabrication. The IMPS complex plane

plots show similar shapes for the two cells, with the high-
frequency regions located below the real axis in quadrants III
and IV and the low-frequency arcs located above the real axis in
quadrant I. The corresponding Bode plots of the imaginary
component of the photocurrent (Figure 2B) show characteristic
maxima and minima, which correspond to the maxima and
minima of the two portions of the IMPS complex plane plot
located in the I and IV quadrants, respectively. From Figure 2B
one can estimate the characteristic relaxation times for the
processes that correspond to the two portions of the plot. The
high-frequency portions of the IMPS plots are similar to those
observed with nanocrystalline systems38-41 and can be related to
the processes of carrier transport in the bulk of the photovoltaic
layer. While there exists a fairly advanced understanding of these

Figure 2. (A) Experimental IMPS spectra obtained at short-circuit conditions for two P3HT:PCBM photovoltaic cells (plot 1, cell A; plot 2, cell B)
prepared on the same photovoltaic slide. (D) Comparison of experimental IMPS spectra for cell A (1) after fabrication and (2) after aging for 2 months.
The arrows indicate the direction of increasing frequency. IMPS spectra are presented as Bode plots of (B, E) the imaginary and (C, F) the real
components of the photocurrent response vs the modulation frequency. The dc light intensity for all spectra was 8.2 � 1015 s-1 cm-2.
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processes in systems such as dye-sensitized solar cells, including
the necessary mathematical analysis35,38 the situation with or-
ganic photovoltaic systems is significantly different. Specifically,
one needs to take into account the transport of excitons, holes,
and electrons rather than electrons only; also, the assumption
that there is no electric field in the semiconductor bulk that is
customarily made with nanocrystalline systems may not hold
here as well. At present, as far as we know, there is no math-
ematical analysis available in the literature that would allow
adequate interpretation of the high-frequency portions of the
IMPS responses under such circumstances, and it is likely that
development of such analysis will take some time. The char-
acteristic times of the high-frequency IMPS relaxation will
therefore be interpreted broadly as a kind of carrier lifetime that
should generally depend on the efficiency of carrier transport and
extraction; however, at present, no further analysis of these phe-
nomena is possible without an adequate mathematical analysis.
The only fact we can note here is that this lifetime is shorter in
less efficient cell A.
In the further discussion we concentrate on the low-frequency

portions of the experimental IMPS response, which are located in
the first quadrant of the complex plane. Importantly, as opposed
to the IMPS response in nanocrystalline systems such as dye-
sensitized solar cells where the IMPS response is largely deter-
mined by carrier transport and thus the photocurrent lags the
light intensity, the photocurrent in this region leads the light
intensity (both the real and the imaginary components are po-
sitive, thus producing a positive phase shift), and the photo-
current magnitude increases with the modulation frequency.
Such behavior is hardly observed in nanoscrystalline solar cells
and is a signature of the occurrence of interfacial recombina-
tion.28-32,34,36 Furthermore, the fact that the photocurrent leads
the light intensity suggests that the observed recombination is
nongeminate. The photogenerated carriers first separate and
charge the interface, which is seen as the growth of the photo-
current magnitude with a decrease in the modulation frequency
in the high-frequency range; the interfacial recombination occurs
only later (at lower frequencies) and involves the carriers that
have already been separated and trapped at the surface/interfacial
states. If the carriers were to remain bound or spatially correlated
as in the case of geminate recombination, the separation of
charges and the corresponding interfacial charging current would
not be observed and the photocurrent would have lagged the
light intensity and had a negative phase shift in the whole fre-
quency range. Therefore, the fact that all experimental IMPS
plots featured the low-frequency portions in quadrant I provides
a direct evidence of the occurrence of nongeminate interfacial
recombination in bulk heterojunction solar cells.
Furthermore, the IMPS results suggest that the interfacial

recombination is a factor that to a large extent determines the cell
efficiency. This can be seen by comparing the value of the ac
photocurrent at the point at which the IMPS plot crosses the real
axis from quadrant IV into quadrant I (often called the genera-
tion current) with the low-frequency limit of the photocurrent.
The generation current indicates the maximum photocurrent
that could be produced by a cell in the absence of interfacial
recombination, whereas the low-frequency limit corresponds to
the steady-state photocurrent that determines the actual cell
conversion efficiency. From Figure 2 one can see that the pho-
tocurrent losses due to interfacial recombination can reach
almost 50% in the case of the less efficient cell A. Furthermore,
while the high-frequency portions of plots 1 and 2 of Figure 2A

are nearly identical indicating that the bulk processes in these
cells are very similar, it is the low-frequency portions due to
interfacial recombination that determine the difference in the
power conversion efficiencies between cells A and B. Further-
more, the frequency at the low-frequency maximum of the
imaginary component of the photocurrent (Figure 2B) can be
related to the rate of decay of photogenerated minority carriers at
the surface states and in the first approximation can be con-
sidered equal to the pseudo-first-order rate constant k of the
interfacial recombination28-32,34,36 assuming that there is no
carrier extraction through the interfacial states. As follows from
the figure, the recombination rate constant is also higher for the
less efficient cell A as compared to cell B. These facts suggest that
the difference between these cells is not due to the bulk proper-
ties of the photovoltaic layer but rather is related to the processes
at the contacts or at the interface between the donor and the
acceptor components of the photovoltaic blend.
A similar conclusion of the importance of the interfacial

recombination for the organic solar cell efficiency was reached
recently by Street et al.22,47 but on the basis of steady-state mea-
surements. In this work, the use of IMPS allowed us to separate
the bulk and the interfacial photoprocesses that occur in different
frequency domains and obtain direct evidence that nongeminate
interfacial recombination is an important loss mechanism.
IMPS Evidence of Increased Interfacial Recombination

Rate in Aged Cells. Moreover, the interfacial recombination
is more pronounced in aged cells. Figure 2D-F shows that while
both the generation and the steady-state photocurrents decrease
upon cell aging, the low-frequency portion in the IMPS plots is
much more pronounced for the aged cell with the low-frequency
intercept being close to zero. This correlates well with the regular
photocurrent-voltage curves obtained for the aged cell under
steady-state conditions using a solar simulator, which did not
show any photocurrents whatsoever (the curves not presented).
The frequency at the maxima of the low-frequency portions also
increases with aging (Figure 2E) by about an order of magnitude
indicating a considerable increase in the interfacial recombina-
tion rate. This means that interfacial recombination becomes a
dominant loss mechanism in aged cells. At the same time, the
high frequency portions of the photocurrent are greatly affected
too: the photocurrent magnitude is smaller at virtually all
frequencies and the frequency at the minimum of the high-fre-
quency portion increases too indicating a shorter carrier lifetime
in the bulk and presumably higher bulk recombination rate. All
these facts suggest that aging affects all aspects of the operation of
a solar cell; however, it should be pointed out that even aged cells
would still be able to produce quite measurable photocurrent if
not for the occurrence of interfacial recombination, as evidenced
by the nonzero photocurrent values in the intermediate transi-
tional region between the high and low frequency portions of the
ac response. In other words, if the surface recombination could be
suppressed, the aged cell efficiency would decrease significantly
(perhaps, ca. 3 times as follows from Figure 2F) but still would not
be zero. Again, this important conclusion could not be reached
without IMPS allowing us to separate the bulk and interfacial
processes through photocurrent analysis in the frequency domain.
IMPS and IMVS Responses at Varying dc Light Intensities.

To gain a further insight into the mechanism of interfacial
recombination, IMPS measurements at varying dc light intensities
were performed (Figure 3). For a linear system, the ac IMPS
response should not vary with the dc intensity; however, as
follows from Figure 3, this is not the case. Specifically, the
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magnitude of the ac photocurrent, including its low-frequency
limit that corresponds to the steady-state photocurrent,
decreased with the light intensity, while the frequency at the
extrema of the imaginary component of the photocurrent
increased for both the high-frequency and low-frequency por-
tions of the IMPS response (Figure 3B). In particular, there is a
pronounced increase in the frequency at the maxima of the low
frequency portions of the IMPS complex-plane plots, which
indicates that increasing the dc light intensity increases the
recombination rate constant k. It should be remembered that
rate constant k is a pseudo-first-order rate constant that implicitly
includes the population of the interfacial states with the majority
carriers (holes in the case of P3HT). In linear systems it is

independent of the light intensity since there is an excess of
majority carriers at the interfacial states; however, if the surface
state density or population can be modulated by light, the
pseudo-first-order recombination rate constant will also have
an intensity-dependent component.

Figure 3. Intensity dependence of IMPS spectra measured at short-
circuit conditions for photovoltaic cell A. The dc light intensities were
(1) 8.2 � 1015 s-1 cm-2; (2) 2.2 � 1016 s-1 cm-2; (3) 3.5 � 1016 s-1

cm-2; (4) 5.0� 1016 s-1 cm-2; and (5) 6.4� 1016 s-1 cm-2. The IMPS
spectra are presented as (A) a Nyquist complex plane plot as well as
Bode plots of (B) the imaginary and (C) the real components of the
photocurrent response vs the modulation frequency. The arrow indi-
cates the direction of increasing frequency.

Figure 4. Intensity dependence of IMVS spectra measured at open-circuit
conditions for photovoltaic cell A. The dc light intensities were (1) 8.2 �
1015 s-1 cm-2; (2) 2.2 � 1016 s-1 cm-2; (3) 3.5 � 1016 s-1 cm-2; (4)
5.0� 1016 s-1 cm-2; and (5) 6.4� 1016 s-1 cm-2. The IMVS spectra are
presented as (A) a Nyquist complex plane plot as well as Bode plots of (B)
the imaginary and (C) the real components of the photovoltage response vs
themodulation frequency. (D) Comparison of the frequency dependencies
of the imaginary components of (1) IMVS photovoltage and (2) IMPS
photocurrent response at a dc light intensity of 8.2 � 1015 s-1 cm-2.
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Similar behavior is observed for the intensity modulated
photovoltage (IMVS) response. Figure 4A-C shows the com-
plex plane as well as Bode plots of the ac photovoltage measured
for the photovoltaic cell A. It should be remembered that while
IMPS spectra are measured at short-circuit conditions, IMVS
spectra are measured at open circuit. Therefore, there is no
carrier extraction and IMVS spectra just show accumulation of
charge at the interface. Then the characteristic frequency at the
minimum of the imaginary component of the photovoltage can
be in the first approximation taken as the lifetime of carriers at the
surface states,40 which is the inverse of the pseudo-first-order
recombination rate constant at open circuit. Figure 4 again
suggests, now on the basis of IMVS data, that the recombination
rate constant k increases with the light intensity. Furthermore, as
follows from Figure 4D, the frequencies at maxima and thus the
lifetimes of carriers at the interfacial states derived from IMPS
and IMVS data are quite close. This may suggest, among other

facts, that there is no extraction of photogenerated carriers
through the interfacial states (the lifetime is determined by the
recombination rate only). If there were noticeable carrier extrac-
tion through the surface states, then the characteristic relaxation
times derived from IMPS and IMVS spectra would have been
quite different (IMPS is measured when carriers are extracted
giving rise to photocurrent and IMVS is measured at open circuit
when no extraction is possible). At the same time, this conclusion
needs further justification, especially given the fact that the
recombination constant is bias-dependent (see below) and IMPS
and IMVS are measured at different bias values. However, the
IMVS data unambiguously suggest that it is the recombination
rate and not the rate of the carrier extraction that increases with
the light intensity since no carrier extraction is possible in these
conditions.
Bias Dependence of IMPS Response. Figure 5 shows the

evolution of IMPS spectra under applied bias. It should be noted
that these data had to be obtained with a different setup that
included a potentiostat, which reduced the bandwidth and
affected the measurement frequency range. Nevertheless, one
can clearly see that the recombination rate constant increased
when the bias was changed from short-circuit (E = 0.0 V) to near
open-circuit conditions (E = þ0.5 V). This indicated that the
population of the interfacial states or their density is not only
intensity- but also bias-dependent. The photocurrent magnitude
also decreased, as could be expected in view of the bias depe-
ndence of the photocurrent (Figure 1). While a decrease in the
photocurrent alone could be attributed to a lower probability of
exciton dissociation with a decrease in the electric field, this
mechanism cannot explain the corresponding changes in the
interfacial recombination rate revealed by IMPS. This again
highlights the importance of interfacial recombination as a major
loss channel. Moreover, the increase in the recombination rate
near the open circuit should have a detrimental effect on the cell
fill factor and further reduce the efficiency.
Mott-Schottky Measurements in the Dark and under

Illumination. To find an explanation for the observed light
intensity dependence of the recombination rate constant k,
dependencies of the cell capacitance C on the applied bias E
were measured in the dark and under illumination. The corre-
sponding C-2, E plots for cell A in the dark and for a series
of dc light intensities are presented in Figure 6. If a C-2, E
(Mott-Schottky) plot is linear, this indicates that there is a
space charge region in the semiconductor near the contact, which
is set up by ionized donor or acceptor species and the width
of which increases as the square root of the applied bias. The
Mott-Schottky behavior may occur within a limited bias range
only due to potential drop redistribution or other factors such as
a finite semiconductor layer thickness. The slope of the linear
portions of Mott-Schottky plots is inversely proportional to the
dopant density in the films.48 For a p-type conjugated polymer
semiconductor, the dopant density does not represent dopant
ions but instead is due to positively charged polarons/bipolarons
in the film.49,50 Such polarons/bipolarons may form due to
trapping of photoexcited holes at certain portions of the polymer
backbone or, for instance, oxygen-induced doping.27

As follows from Figure 6, the experimental Mott-Schottky
plots all had linear portions at more negative bias values, in
agreement with the literature data26,49,50 and the anticipated
p-type semiconductor behavior. Furthermore, the slopes of the
Mott-Schottky plots decreased with the light intensity. This
indicates that illumination results in an increase in the density of

Figure 5. (A) Experimental IMPS spectra obtained at cell biases of
0.0 V (plot 1),þ0.25 V (plot 2), andþ0.5 V (plot 3) as well as Bode plots
of (B) the imaginary and (C) the real components of the photocurrent
response obtained at these bias values vs the modulation frequency.
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trapped holes near the interface. Similar changes in the slope of
Mott-Schottky plots due to illumination were recently observed
in the literature.26 Indeed, charge trapping is known to occur in
such relatively disorderedmedia as organic semiconducting poly-
mers.51,52 Furthermore, illumination changes the shape of the
C-2, E dependencies. As seen in the inset in Figure 6, under
illumination the decrease in the C-2 values with the applied bias
is interrupted from approximately 0.2 V to approximately 0.5 V,
and the Mott-Schottky plot shows a plateau. The occurrence of
such a plateau is usually attributed to the Fermi level pinning by
the interfacial states. When a Fermi level passes through a set of
interfacial states with a relatively high density, the applied bias
will be localized at the capacitance of these states, and there will
be little or no change in the potential drop in the space charge
region and correspondingly little change in its capacitance. The
Fermi level will stay pinned to the interfacial states until all such
states are charged or discharged. Therefore, the occurrence of the
Fermi level pinning under illumination indicates formation
of a large density of interfacial states under illumination. Such
midgap states formation was observed by Schafferhans et al.
in P3HT:PCBM blends under illumination using a thermally
stimulated current technique.27 They also found that such
states had their activation energy within a range from 0.2
to 0.4 eV, which agrees quite well with our data (inset in
Figure 6).
Correlation between the Interfacial Recombination Rate

and the Charged Trap Density. Therefore, it was found that
illumination facilitates trapping of photogenerated holes at and near
the P3HT:PCBM interface. These holes may be able to participate
in recombination with photogenerated electrons, which could be
the reasonof the nonlinear photocurrent andphotovoltage response
and the experimentally observed increase in the apparent pseudo-
first-order recombination constant with the light intensity. To
support this line of reasoning, we looked into the dependencies of
the recombination constant k and the charged trap density ND on
the light intensity. Such data are given in Figure 7.
The values of k in Figure 7 were determined by fitting the

frequency dependencies of the real and imaginary components of

the photocurrent as described in the Experimental Section. The
corresponding dependencies of k vs dc light intensity for the two
cells under study are shown in Figure 7A. One can see that both
cell types showed a linear increase in the recombination rate with
the dc intensity. At the same time, the values of k extrapolated to
zero dc intensity were not zero. This means that the interfacial
recombination rate has two components, one of which is
dependent and the other independent of the light intensity.
The k values were higher for the aged cell, as could be expected.
Similar dependencies were found for the trapped holes density

ND. Figure 7B presents the dependencies of the trap density on
the dc light intensity for cell A after fabrication (plot 2) and after
aging (plot 1). Again,ND values were found to scale linearly with
the light intensity. Furthermore, the dependencies again showed
nonzero intercepts at zero dc light intensity, which was especially
pronounced in the aged cell. This means that the trap density,
like the recombination constant, has two components, one
dependent and another independent of the light intensity.
Furthermore, one can see that the trap density is much higher
in the aged cell even in the dark, which may be another factor

Figure 6. Mott-Schottky plots for photovoltaic cell A measured in the
dark (plot 1) and as a function of the dc light intensity (plots 2-6). The
light intensity values were (2) 8.2� 1015 s-1 cm-2; (3) 2.2� 1016 s-1

cm-2; (4) 3.5� 1016 s-1 cm-2; (5) 5.0� 1016 s-1 cm-2; and (6) 6.4�
1016 s-1 cm-2. The inset shows an enlargedMott-Schottky plot at a dc
light intensity of 5.0 � 1016 s-1 cm-2.

Figure 7. Dependencies on the dc light intensity of (A) interfacial
recombination rate constant derived from the IMPS plots and (B) trap
density obtained from the Mott-Schottky plots for photovoltaic cell A.
For each graph, plot 1 corresponds to the photovoltaic cell after aging for
2 months and plot 2 corresponds to a photovoltaic cell after fabrication.
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responsible for the increase in the interfacial recombination rate
upon aging.
Localization of the Interfacial States. An organic bulk

heterojunction solar cell is a complex device that contains many
interfaces. Therefore, it is important to determine the localization
of the interfacial states that are responsible for the observed
recombination losses to be able to further improve the cell ef-
ficiency. In our opinion, the most likely location of the interfacial
states responsible for recombination evidenced by the IMPS and
IMVS data is the interface between the PCBM and the P3HT
phases. The reason is that it is the interface at which the
separation of the primary photoexcitons occurs and at which
the electrons are transferred into the PCBM phase. Furthermore,
efficient cells are vertically organized in such a way that the
majority of the PCBM phase is located closer to the top metal
contact. For an electron to recombine at the ITO/PEDOT or
PEDOT/P3HT:PCMB interfaces, it would have to transfer back
into the P3HT phase and travel across the photovoltaic layer,
which seems unlikely. It is possible that some electrons that are
photogenerated in the P3HT phase without the use of the
donor-acceptor mechanism may recombine at these interfaces,
as was demonstrated for single layer polymer solar cell without
the acceptor component,36 but the photocurrents in this case
are very small and cannot account for the relaxations seen in
Figures 2-4.
The recombination cannot happen at the Al/PCBM interface

as well because PCBM forms an Ohmic contact with Al;53,54

furthermore, there should be no holes in the PCBM phase. The
only other possible location would be the portions of the Al
contact where the metal is in direct contact with P3HT. Such
locations are essentially defects, but they are found in bulk
heterojunction cells. Then the recombination could occur at
the Al/P3HT interface with PCBM clusters located in the close
proximity or with electrons provided through the metal contact.
Further studies are required to investigate this possibility, for
instance, by introducing barrier interfacial layers such as LiF.
The conclusion about the most likely localization of the

interfacial states is also supported by the results with the aged
cells. The increase in the interfacial recombination rate can be
attributed to an increase in the density of states at the interface, as
well as increased charge trapping near the interface upon aging.
Both these processes are likely to be related to chemical and
structural changes induced by illumination in the presence of
oxygen and moisture.24-27 The specific mechanisms involved in
these processes are yet to be fully understood. However, recent
measurements of the distribution of the oxygen and water intake
in bulk heterojunction cells during their degradation24 show a
considerable accumulation of oxygen at the Al/P3HT:PCBM
interface (the resolution of the mapping in this study was not
high enough to distinguish between P3HT and PCBM compo-
nents of the photovoltaic layer).

4. CONCLUSIONS

1. The IMPS and IMVS measurements in the frequency
domain allowed us to separate the contribution of the bulk
and interfacial processes and provide direct evidence of the
occurrence of nongeminate recombination through inter-
facial states. This recombination appears to be a major loss
mechanism, especially, in aged cells. While the geminate
recombination of primary excitons remains an important
process, especially in photovoltaic films with poor morphology

and phase separation, the latest data suggest that almost all
primary excitons in the best photovoltaic cells give rise to
free carriers, and then the recombination losses through
interfacial states analyzed here become especially important
as an untapped resource for further efficiency improve-
ments.

2. The interfacial recombination shows a mixture of the first-
order and second-order kinetics. The reason for the latter
process exhibited through nonlinear dependence of the
photocurrent on the light intensity is the trapping of pho-
toexcited holes in P3HT phase at and near the interface
with PCBM and/or Al.

3. The interfacial recombination centers are located either at
the P3HT:PCBM internal heterojunction interface or at
the Al contact with the photovoltaic layer with both P3HT
and PCBMdomains being in close proximity to the contact.
Further studies are needed to clarify this point, for instance,
using modification of the contacts with various sublayers
such as LiF. However, the most likely location of the
interfacial states responsible for the recombination is at
the interface between the PCBM and the P3HT phases. In
this case, the increase in the interfacial recombination rate
may be due to nanoscale structural changes and specifically
changes in the phase segregation in the P3HT:PCBM layer
upon aging. Further studies of these processes are required.

4. The rate of the interfacial recombination greatly increases
with aging to the point that it effectively controls the ef-
ficiency of aged cells. This fact may be related to formation
of recombination centers facilitated by oxygen/water intake
and illumination.

5. Our findings enable us to make the following recommen-
dations concerning the ways to further improve the effi-
ciency of bulk heterojunction organic solar cells:

(i) Reduce trapping of charges in the photovoltaic layer.
The means may be better morphological control,
improving mobilities, and so forth.

(ii) Reduce the density of interfacial states at the interface.
Possible means may include strict control of exposure
to oxygen and water, as well as surface modification.

(iii) Improve the carrier extraction efficiency at contacts. If
the rate of charge extraction is high enough, it should
be able to compete efficiently with carrier capture by
the interfacial states and interfacial recombination.
Our results indicate that the typical relaxation times at
the interfacial states are 0.1-1 ms, which means that
the cross-section of the electron capture by the inter-
facial states cannot be very high. This recommenda-
tion is not new, but it gains new significance in view of
our results showing the importance and the extent of
recombination losses at the interfaces.

6. IMPS and IMVS techniques show significant potential for
studies of the mechanism of photocurrent generation and
recombination losses in organic solar cells in the inter-
mediate time/frequency range. With the recent research
efforts resulting in drastic improvements of the charge
separation processes on the ultrafast time scale, the losses
due to slow transport, poor carrier extraction, and inter-
facial recombination should become the primary targets to
further improve the efficiency of bulk heterojunction
organic solar cells.
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